MunucrepcTBO 00pa3zoBaHusi KpacHospcKoro kpas
KpaeBoe rocytapctBeHHOE OrOIPKETHOE TPOPHECCUOHATIBHOE 00PAa30BATEIBLHOE YUPEKICHUE
«KpacHOSApCKUHT KOJJIEIXK PATUOITCKTPOHUKHA U HH(POPMAUOHHBIX TEXHOJIOTHI»

W cKyCCTBEHHBIM MHTEIIEKT B 00pa30BaTEIbHOM
IIPOIIECCE: 3a U IIPOTUB



Yto Takoe uckyccTBeHHbIN nHTEIUICKT (MI)?

UckycctBennbii uHTemekr (M) - ato
00JIACTh KOMIIBIOTEPHOW HAyKH, KOTOpas
3aHUMAETCSI  pa3pabOTKONW  CHUCTeM U
AJITOPUTMOB, CITOCOOHBIX BBIMIOJIHATH 33]1a4H,
TPAJUIIMOHHO TPEOYIOIIUE YEJIOBEUECKOIro
WHTEJUICKTa, TAaKWE KaK pPACIO3HABAHUE
00pa30B, MPHUHATHE PEUICHUH, OOy4YECHUE U

ajlanTanms




[IpeumyiecTBa u HepocTaTku M B 00pa3zoBaHun

MuHycChI:

1. HeoOxoa1uMoCTh 3HAUUTENBHBIX MTHBECTHUIIUN B

UHQpacTpyKTypy U pazpadorky MN-cucrem.

2. Prucku ommOOK U OpeaB3ITOCTH aJITOPUTMOB,
KOTOpbIE MOTYT IPUBOJIUTH K HECIPABEAIMBBIM

PEUICHUSAM.

3. Bo3aM0OXXHO€E CHUKEHHUE POJIM MpernogaBaTesie u

JIMIHOTI'O BBaHMOHGﬁCTBHH.

4. DTUYECKHE BOIIPOCHI, CBSI3aHHBIE C UCIIOJIb30BAHUEM

JTAHHBIX YUYaINXCS U KOHPUICHIIMAIBHOCTHIO.
5. Cnoxnocts BHeApeHus: MU -TtexHosoruit B
TPaJIUIMOHHBIE OOPA30BATEIIBHBIE CUCTEMBI.

[ LitoCHr:

1. ITepconanu3ainys u ajgantamus 00y4eHHUs
O] KaYKJIOTO YYaIerocs.

2. IloBbIllIeHME BOBIICYEHHOCTH U MOTHUBALINU
YYaIIUXCA 3a CUET aJIAITUBHOTO KOHTEHTA.

3. BO3MOXHOCTB ITPENOCTABICHUSA
HEeNPEPHIBHOM 00OpaTHOM CBSI3U U

PEKOMEH AN,

4. BpICBOOOXI€HNE BPEMEHHU MpeIoaBaTesiei
34 CYET AaBTOMATHU3AlMU PYTUHHBIX 3a]1a4.

5. YydllleHUe aHAJIUTUKA U IIPUHATUS
pEIICHU Ha OCHOBE JAHHBIX 00 OOYUYEHHH.



OcHoOBHBIC 001acTu ITpuMeHeHus I
B 00Opa30BAHUU:

° - A,Z[al'[TI/IBHOG O6y‘IeHI/Ie: HNHN-cuctemsbl AHAJIIM3UPYIOT YCIICBACMOCTD U IIOBCIACHUC

y4almiuxcs, YTOOBI noaCTpanBaTb COACPKAHUC W MCTOJbI IO MHAWNBHUAYAJIbHBIC

MOTPEOHOCTH.
e - HHremnekryanbHble oOywatomue cuctembl: MH-mporpammel, KOTOpbIE MOTYT
BBICTYIaTb B POJM  "BUPTyaJIbHBIX  PENETUTOPOB",  MPEAOCTaBIAA

NEPCOHATU3UPOBAHHYIO OOPAaTHYIO CBSI3b U PEKOMEHIAINH.

* - ABroMaruzanms pyTHHHBIX 3amad. MM MoxkeT ynmpocTuTh mpoLecchl OLEHKH,
oOpaTHOM CBS3M, AAMUHUCTPUPOBAHUA M JPYIMX MOBTOPSIOIIMXCS 3a4ad
[IPEnoIaBaTeIeH.

* - AHamu3 paHHblx 00 o0yueHuu: WMU-anropuTMbl MO3BOJSIOT  BBISIBISATH
3aKOHOMEPHOCTH B JIaHHBIX 00 YCIIEBAEMOCTH, IIOCEUIAeMOCTH U JPYTUX

acreKTax, 4ToObl yIy4llIaTh 00pa3oBaTeIbHBIN MpOIIeCC.



Transtormer u RNN (Recurrent Neural Network)

* Transformer - 3To apxuTeKTypa, Ha KOTOPOH OCHOBAaHBI MHOTHE COBpeMeHHbIe Mojenu, Bkitouass GPT u BERT.
Transformer ncnoap3yeT MEXaHN3Mbl BHUMAHMUS, YTO MO3BOJISIET 3 (PEKTUBHO 00pabaThIBATh
MOCJIeI0BATEILHOCTH JAHHBIX, TAKUE KaK TEKCT, U YUUTHIBATh KOHTEKCT CJIOB.

Paragraph *

.keras.Sequential()

cnoeape pazmepa 1600, W

.add( -Embedding( =160, =64))

¢ [lobapum cnoil LSTM ¢ 128 BHYTPEHHUMM Y3NaMu.

.add( -LSTM(128))

Question1* obaeum cnoil Dense y2NaMd ¥ aKTHBauMed softmax.
-add( .Den
Kakoro usera numcbl?

.summary ()

RNN (Recurrent Neural Network) - HeiipoceTs X0poI1o crpaBisieTcs ¢ 3aja4aMH, CBSI3aHHBIMH C
npeIcKa3aHrueM CIIeAYIONIEro AIEMEHTA B IMOCIIe0BaTeILHOCTH, HAIIPUMED, B 4aT-00Tax WK pH 00paboTKe
TEKCTOB

RNN He Bceraa crpaBisitoTcs ¢ JIOJITOCPOYHBIMU 3aBUCUMOCTSIMH. EcTh pernieHue: mnepeiitu Ha Transformer.
OOpabaThiBaeTCsl BCS TOCJEAOBATEIBHOCTh OJHOBPEMEHHO, OJlarojapss MeEXaHW3My BHUMAaHUSA. OITO
3HAYUTENbHO YCKOPUJIO 00YUEHHUE U YIYUIINIIO Ka4€CTBO UX PE3yJIbTaTOB.



LSTM (Long Short-Term Memory) u Gated
Recurrent Unit (GRU)

*  GRU — 510 Tun pexyppentHoit HeripoHHou cetr (RNN), KoTopsiil ObLT pazpaboTaH i peiieHus npoOaeMbl
3aTyXaroUIero rpaueHTa u yay4dlieHuss 00padoTku nocieaoBaTeabHbix JaHHbIX. GRU nmeer MeHee CIOKHYIO
apXUTEKTypy 1o cpaBHEHUIO ¢ LSTM, HO 1ipy 3TOM COXpaHseT MHOTHE UX IIPEUMYIIIECTBA.

keras.models Sequential
keras.layers GRU, Dense, Embedding, GlobalMaxPoolinglD

model = Sequential()

model . add (Embedding(input_dim=vocab_size, output_dim=embedding_dim, input_length=max_1
model.add(GRU(units=122, return_sequences= ))

model. add(GlobalMaxPoolinglD() )

model . add(Dense(units=1, activation= )) # Mna bunapuoi knaccwdnka

model. compile(optimizer= » loss= . metrics=[

LSTM - a10 pazHoBugHocts RNN, koTOpas jiyuliie CripaBiseTcs ¢ JOJITOCPOYHBIMHU 3aBUCHMOCTSIMU B IAHHBIX.
LSTM yacTto ucnosib3yercs B 3ajja4ax, CBI3aHHBIX C BPEMEHHBIMU PsAIaMU WK 00pab0TKOM MOCIEI0BATEILHOCTEMN,

TaKuUX KaK MalllMHHBIN IEepeBOa UJIN aHAJIN3 TCKCTA.

keras.models Sequential

keras.layers LSTM, Dense, Dropou

model = Sequential()
model.add(LSTM(units=5¢, return_seguences

model . add (Dropout(©.2))
model. a

model. a
model. al

* GRU npome nactpauBats u UM 6picTpee 00ydaroTCsi B HEKOTOPBIX CIIydasiX. ITO MO3BOJIMIO OBICTpEe MOIydaTh pe3yabTaThl B
MPOEKTaX ¢ KOPOTKUMHU MOCJIEA0BATEILHOCTSIMHU.



Autoencoder n PCA (Principal Component
Analysis

«  PCA (Principal Component AnalysiS) — 3To MeTo1 yMEHBIIICHHUS pa3MEPHOCTH, KOTOPBIA UCTIOIB3YETCS JUISl aHAIN3a U BU3yalIN3alliN JaHHBIX.
OH He ABIACTCS HEUPOCETHIO, HO €r0 KOHIEIIIUKA MOTYT OBITh PeaIM30BaHbI C IIOMOIIBIO HEHPOCETEH, HallpUMEp, YePe3 aBTOPHKOACPHI.

MNpumenenne PCA:

python (P Konuposats kog

sklearn.decomposition

numpy np

pca = PCA{n_components=2)
X _reduced = pca.fit_transform(X)

Autoencoder: DTa HelpoCeTh UCIIOIB3YETCS ISl KOAUPOBAHMS JAHHBIX B 00JIe€ KOMIIAKTHOE IPEACTaBICHHE U MOCICAYIOIIETO BOCCTAHOBIICHHUS
HCXOJHBIX JaHHBIX. Autoencoder 4acTo MpUMEHSIETCS IS CHKATHS H300pakKeHHI MIIM B 3a[1a4aX, CBI3aHHBIX C YMEHBIIICHHEM Pa3MEPHOCTH.

CospaHve Mogenu asToaHKOAEpa:

python (3 Konuposam koa

keras.layers Input, Dense
keras.models Model

input_img = Input(shape=(724,))
encoded = Dense(s4, activation= )(input_img)

decoded = Dense(724, activation= )(encoded)

autoencoder = Model(input_img, decoded)

autoencoder.compile(optimizer= » loss=

[Mpumenenune PCA 11 yMeHbIIIEHUS pa3MEPHOCTH JaHHBIX C OTPaHMYCHUSMH JJMHEHHOCTH 3TOr0 MeToa. Autoencoder cmor 3axBaTuTh OoJiee
CJIOKHBIE CTPYKTYPHI B UX JIAaHHBIX, 00€CTICUNBAs JTYUIIYI0 PEKOHCTPYKIUIO U MIPEACTaBICHUE.



Heiipocern IIpeumymecrBa Henocrarku

Transformer

RNN

LSTM

GRU

Autoencoder

PCA

- Boicokas mpou3BOIUTENBHOCTD Ha
JUTMHHBIX MTOCIIE€A0BATENBHOCTAX

- [Tapamnenu3arust U OBICTPHIA TPEHUHT
- DddexTrBeH 1151 00pabOTKH TEKCTOB U
N300paKCHHIA

- [lomxoauT A8t MOCTIEIOBATEIBHBIX
JIAHHBIX (BPEMEHHBIE PSbI, TEKCT)

- Crtoco0OeH yYuTHIBATh MPEIbIIYIINE
COCTOSTHUS

- YcToiuuB K MpobieMe UCcue3aroIiero
rpajiueHTa

- D dexTUBEH 1S TOATOCPOUHBIX
3aBUCHUMOCTCH

- Menbiue napamerpos, uem LSTM
- BricTpee oOyuaeTcs u TpeGyeT MeHbIIIe
namsITu

- Db exTUBEH 115 CHIDKCHUS
pa3MepHOCTH

- MoXeT UCnoJIb30BaThCS JIs
yCTpaHEeHHUs IIyMa

- [IpocToTa 1 OBICTPOTA BBIYUCICHUN
- D deKTUBEH AJi BU3YyalIU3alHH
JTAHHBIX

- TpebyeT MHOTO TaHHBIX JJIs1 O0OyUEHUS
- Beicokne BBIMHCTUTETBHBIE PECYPCHI

- [IpoGema rcye3aroniero rpajueHTa
- CII0)KHOCTH C [UIMHHBIMUA
3aBUCUMOCTSIMH

- CJI0’KHOCTHh MOJIEIIH
- lonroe Bpemst oOydeHust

- MoseT He TaK XOpOUIO CHPABISATHCS C

JUIMHHBIMU T10CJI€0BATEIbHOCTSIMH, KaK
LSTM

- TpeOyeT 00JIBIIOr0 KOJUYECTBA
JAHHBIX JJIs1 00y4eHUs

- Moxer He Bcerjia u3BJieKaThb
3HaYMMble NTPU3HAKU

- JIuneliHOCTH MeTO/1a (MOXKET HE
YUUTHIBATh HETMHEHHBIE 3aBUCUMOCTH )
- [loTeps nndopmanyuu Npu CHIKEHUU
pa3MepHOCTH



Mcnonp30BaHWE CTYyJACHTaMHU W IIPEIojiaBaTeIIsIMU
onvucaHHbix MU B 00ydyeHnu u padore

OnpawunBaemble | Kon-Bo Ucnonb3yro
on p0|.ue|-||-|b|x MUCMOJIb3YyH

CTyneHTbl 1 Kypca 64% 36%
CTyneHTbl 2 kypca 17 88% 12%

100%
CtyneHTbl 3 kypca 11 97% 3%
[MpenogasaTenu 7 80% 20%
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A Cryaewtoil  Crymestel 2 CrygewTol 3 [lpencgasatenw
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B Wcnonesyio B He wcnonbaym
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